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Discrete Chipset Integrated



PRODUCTS

TIGERLAKE
L E A D E R S H I P  I N T E G R A T E D  G R A P H I C S

DG1 “Iris Xe Max”
G P U  F O R  M O B I L E  C R E A T O R S

SG1 “Server GPU”
V I S U A L  C L O U D  F O R  G P U  S T R E A M I N G



Command Frond End

Xe GPU

  3D / Compute Slice

3D Fixed Function

 Subslice

EU 
Array

 Subslice

EU 
Array

 Subslice

EU 
Array

  3D / Compute Slice

3D Fixed Function

 Subslice

EU 
Array

 Subslice

EU 
Array

 Subslice

EU 
Array

  

  3D / Compute Slice

3D Fixed Function

 Subslice

EU 
Array

 Subslice

EU 
Array

 Subslice

EU 
Array

  Media Slice

Media Fixed Function

  Media Slice

Media Fixed Function

  Media Slice

Media Fixed Function

  Memory Fabric

Cache Cache Cache

I/O I/O I/O



  Xe Media Slice

MFX
Multi-format

Encode / Decode

MFX
Multi-format

Encode / Decode

SFC
Scaler

Format Conversion

SFC
Scaler

Format Conversion

VQE
Video Quality Engine



LP





An illusory environment that completely surrounds you as if you are part of it.

Captured as moving images of real people and/or virtual objects that can be
viewed from any angle, position, and at any moment in time.
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Immersive Experience



𝑯𝒆𝒂𝒅𝑴𝒐𝒖𝒏𝒕𝒆𝒅 𝑫𝒊𝒔𝒑𝒍𝒂𝒚𝑳𝒂𝒑𝒕𝒐𝒑𝒔 & 𝑺𝒄𝒓𝒆𝒆𝒏𝒔
𝑊/ 𝐹𝑎𝑐𝑒 𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔 𝐶𝑎𝑚𝑒𝑟𝑎

𝑷𝒉𝒐𝒏𝒆𝒔 & 𝑻𝒂𝒃𝒍𝒆𝒕𝒔
𝑊/ 𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑆𝑒𝑛𝑠𝑜𝑟𝑠

𝑽𝒐𝒍𝒖𝒎𝒆𝒕𝒓𝒊𝒄 𝑫𝒊𝒔𝒑𝒍𝒂𝒚𝒔 𝑳𝒊𝒈𝒉𝒕 𝑭𝒊𝒆𝒍𝒅 𝑫𝒊𝒔𝒑𝒍𝒂𝒚𝒔
𝐼𝑓 𝐷𝑒𝑛𝑠𝑒 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔



Immersive Capture Systems



Applications



Immersive media requires a lot of data,
compute, and bandwidth.

Currently, client playback of content captured
in 6DoF is limited to a rendered 2D video
(synthesized along a virtual path) that is
streamed & consumed.

Need to compress the data in order to stream to
clients and decode & render to enable 6DoF.

Problem @ Hand



MPEG I “Immersive”
Family of volumetric coding standards



MPEG Immersive Video 
(MIV)

• An industrial effort aiming to provide data access and
delivery standard for the emerging immersive
ecosystem by the 2nd half of 2021.

• Based on Visual Volumetric Video-based Coding
(V3C) which is also used for Video-based Point Cloud
Compression (V-PCC).

• Encoder inputs any number of camera views with any
capturing configuration and renderer outputs
viewports.

• Can be used with any video codec: HEVC, HEVC SCC,
AV1, VVC, AVC

• High-level syntax to indicate alignment of atlases
with views, to enable viewport dependent streaming,
& substream access for decoding & rendering.



Samples of MIV Content
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𝑉𝑖𝑒𝑤

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛

𝑃𝑎𝑡𝑐ℎ / 𝐴𝑡𝑙𝑎𝑠

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

𝑉𝑖𝑒𝑤𝑝𝑜𝑟𝑡
𝑅𝑒𝑐𝑜𝑛. 𝑀𝑢𝑥

𝐶𝑜𝑑𝑖𝑛𝑔

⋮

⋮

𝑃𝑟𝑢𝑛𝑖𝑛𝑔⋮

⋮

𝑣1

𝑣4

𝑣7

𝑣10

𝑣13

𝑣1

𝑣13

𝐵𝑎𝑠𝑖𝑐 𝑉𝑖𝑒𝑤𝑠

𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑖𝑒𝑤𝑠
⋮

⋮

⋮

⋮

⋮ ⋮

⋮ ⋮

𝑣4

𝑣7

𝑣10

𝑣1

𝑣13

𝑃𝑟𝑢𝑛𝑒𝑑 𝑉𝑖𝑒𝑤𝑠

𝑅𝑒𝑛𝑑𝑒𝑟𝑖𝑛𝑔 𝐷𝑒𝑚𝑢𝑥 𝑆𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔

𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔

⋮

⋮

⋮

⋮

⋮ ⋮

⋮ ⋮

𝑣4

𝑣7

𝑣10

⋮

⋮

⋮

⋮

MIV Mode



MIV View Mode

𝑉𝑖𝑒𝑤

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛

𝑉𝑖𝑒𝑤𝑝𝑜𝑟𝑡
𝑅𝑒𝑐𝑜𝑛. 𝑀𝑢𝑥

𝐶𝑜𝑑𝑖𝑛𝑔

⋮

⋮

⋮

⋮

𝐴𝑡𝑙𝑎𝑠

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

⋮ ⋮

⋮ ⋮

𝑣1

𝑣4

𝑣7

𝑣10

𝑣13

𝑣1

𝑣13

𝑣4

𝑣7

𝑣10

𝑅𝑒𝑛𝑑𝑒𝑟𝑖𝑛𝑔 𝐷𝑒𝑚𝑢𝑥 𝑆𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔

𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔



MIV Operating Modes

𝑀𝐼𝑉 𝐴𝑡𝑙𝑎𝑠

𝑀𝐼𝑉 𝐸𝑛𝑡𝑖𝑡𝑦

𝑀𝐼𝑉 𝑉𝑖𝑒𝑤

𝑀𝐼𝑉 𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 𝐴𝑏𝑠𝑒𝑛𝑡



MIV Frame Packing

MIV can combine texture, geometry/depth, and occupancy (from 
multiple cameras) in same packed frame, to enable single video stream



V3C/MIV metadata SEI in a Single HEVC Stream

Motivations:
Single layer video codes are widely optimized in media HW of GPUs and supported by many 
video players.
Pack all MIV atlases into a single video data to simplify encoding & decoding operations and 
avoid sync / buffering issues in case of multiple streams.
Group all non-video V3C units together in a single Supplemental Enhanced Information 
(SEI) message that can be embedded in a regular HEVC bitstream.
MIV content in this format can use a legacy streaming server without any changes required 
on the server end.

… …

𝑆
𝑒𝑞
#
1

… …

𝑆
𝑒𝑞
#
1

…

𝑆
𝑒𝑞
#
2



Intel media:

Low power, high performance 
dedicated fixed-function HEVC video 
decoder

Intel graphics:

View synthesis algorithms for
improved video quality, high
performance

Immersive Video Playback on DG1
Freeport Player



Proof of concept done using an open-source VLC player.

A special video filter has been developed to activate the
immersive mode & MIV SEI is extracted from bitstream to
operate accordingly.

HW decoding and rendering are executed on Intel’s DG1.

Rendering stages are implemented as DirectX 11 shaders.

Face tracking is done using inferencing of a pretrained
OpenCV deep neural network module + denoising.

Freeport Player



HEVC Bitstreams
Used in the Demo

Frog
𝑣1 𝑣4 𝑣7 𝑣10 𝑣13

Painter𝑣0 𝑣3

𝑣12 𝑣15

𝑣10

5 selected views each 
@ 1280x720

Encoded in a single video
@ 1280x4680, 30 fps

MIV SEI carries information
about the number of atlases,
the resolution & bitdepth, the
depth quantization, and the
mapping of patches between
the atlases and the views, and
the packing information.



Freeport Player – Compute Resources



Rendering – GPU Implementation



Immersive media gives us a more natural way to consume the content.

An immersive ecosystem is emerging with compression and delivery
infrastructure e.g. MIV being developed.

Freeport player is a proof of concept of how to interact and navigate
immersive content from a single video bitstream with MIV metadata in.

Content creation is another key piece that we are actively working on!

Intel’s Xe Max GPU is capable of handling immersive workloads.




